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Abstract

User profiles, descriptions of user interests, can be used by search engines to

provide personalized search results. Many approaches to creating user profiles

collect user information through proxy servers (to capture browsing histories)

or desktop bots (to capture activities on a personal computer). Both these tech-

niques require participation of the user to install the proxy server or the bot. In

this study, we explore the use of a less-invasive means of gathering user infor-

mation for personalized search. In particular, we build user profiles based on

activity at the search site itself and study the use of these profiles to provide

personalized search results. By implementing a wrapper around the Google

search engine, we were able to collect information about individual user search

activities. In particular, we collected the queries for which at least one search re-

sult was examined, and the snippets (titles and summaries) for each examined

result.

User profiles were created by classifying the collected information (queries

or snippets) into concepts in a reference concept hierarchy. These profiles were

then used to re-rank the search results and the rank-order of the user-examined

results before and after re-ranking were compared. Our study found that user

profiles based on queries were as effective as those based on snippets. We also
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found that our personalized re-ranking resulted in a 34% improvement in the

rank-order of the user-selected results.
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Chapter 1

Introduction

1.1 Motivation

Companies that provide marketing data report that search engines are used

more and more as referrals to web sites, rather than direct navigation via hy-

perlinks [30]. As search engines perform a larger role in commercial applica-

tions, the desire to increase their effectiveness grows. However, search engines

order their results based on the small amount of information available in the

user’s queries and by web site popularity, rather than individual user interests.

Thus, all users see the same results for the same query, even if they have wildly

different interests and backgrounds. To address this issue, interest in personal-

ized search had grown in the last several years, and user profile construction is

an important component of any personalization system. Explicit customization

has been widely used to personalize the look and content of many web sites,
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but we concentrate on personalized search approaches that focus on implicitly

building and exploiting user profiles.

Another issue facing search engines is that natural language queries are in-

herently ambiguous. For example, consider a user issuing the query ”canon

book.” Due to the ambiguity of the query terms, we will obtain results that

are either related to religion or photography. According to an analysis of their

log file data conducted by OneStat.com [24] over a 2 month period of time, the

most common query length submitted to a search engine (32.6%) was only two

words long and 77.2% of all queries were three words long or less. These short

queries are often ambiguous, providing little information to a search engine on

which to base its selection of the most relevant Web pages among millions.

A user profile that represents the interests of a specific user can be used to

supplement information about the search that, currently, is represented only by

the query itself. This information could be used to narrow down the number

of topics considered when retrieving the results, increasing the likelihood of

including the most interesting results from the user’s perspective. For the user

in our example, if we knew that she had a strong interest in photography but

little or none in religion, the photography-related results could be preferentially

presented to the user.

Many approaches create user profiles by capturing browsing histories through

proxy servers or desktop activities through the installation of bots on a per-
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sonal computer. These require the participation of the user in order to install

the proxy server or the bot. In this study, we explore the use of a less-invasive

means of gathering user information for personalized search. Our goal is to

show that user profiles can be implicitly created out of short phrases such as

queries and snippets collected by the search engine itself. We demonstrate that

profiles created from this information can be used to identify, and promote,

relevant results for individual users.

1.2 Current Technologies and Problems

In general, personalization can be applied to search in two different ways:

1. by providing tools that help users organizing their own past searches,

preferences, and visited URLs;

2. by creating and maintaining sets of user’s interests, stored in profiles, that

can be used by retrieval process of a search engine to provide better re-

sults.

The first approach is applied by many new toolbars and browser add-ons. The

Seruku Toolbar [28] and the SurfSaver [3] are examples of tools that try to help

users to organize their search histories in a repository of URLs and web pages

visited. Furl [11] is another personalization tool that stores web pages including

topics which users are interested in, however it was developed as a server-side
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technology rather than a desktop toolbar.

Recently, search engines have been improved with personalization features.

One of the most innovative is a9 [1], recently launched by amazon.com [2] .

Users are identified through a login + cookie technology. All queries submitted

can be viewed, organized and reused in future searches. Submitted queries are

also used to do a full text search on the books available at amazon.com [2] to

locate and suggest the best books related to the query topic. ujiko.com [32] is

also a new interesting search engine that identifies users through cookies and

has an appealing interface that allows users

• to give explicit judgments about specific results;

• to store submitted queries;

• to organize browsed results;

• to be helped in “refining” their searches augmenting queries with special

terms suggested.

All these systems have interesting features that can guide users to find better

information but they represent the user with overall profile rather than trying

to identify simple specific topics of interest. Our study focuses on personaliza-

tion in search based on implicit feedback. Many implicit feedback systems cap-

tures browsing histories through proxy servers or desktop activities through

the installation of bots on a personal computer. These technologies require the
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direct participation of the user in order to install the proxy server or the bot.

In this study, we explore the use of cookies as non-invasive means of gath-

ering user information for personalized search. Desktop bots can capture all

activity whereas proxy servers can capture all Web activity. In contrast, cookies

can only capture the activity at one specific site, the one that issues the cookie.

Our goal is to show that user profiles can be implicitly created out of the limited

amount of information available to the search engine itself; the queries submit-

ted and snippets of user-selected results. We demonstrate that profiles created

from this information can be used to identify, and promote, relevant results for

individual users.

1.3 Overview

Our approach builds user profiles based on the user’s interactions with a par-

ticular search engine. Among all search engines available, we decided to adopt

Google [13] for the following reasons:

• it maintains one of the biggest collections of web pages;

• it provides a special APIs (Google APIs [12] ) that allows users to write

programs that submits queries to Google using a web service based on

the SOAP protocol [35]. The results retrieved are returned in a structured

XML file that can be easily processed;
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• it is very popular, so users feel comfortable using it via a new interface

rather than relying on a completely different search engine altogether.

For our system, we implemented GoogleWrapper: a wrapper around the Google

search engine [13] that logs the queries, search results, and clicks on a per user

basis. This information was then used to create user profiles and these profiles

were used in a controlled study to determine their effectiveness for providing

personalized search results. In order to capture unbiased data, Google’s results

were randomized before presentation to the user. The study was conducted in

three phases:

1. Phase 1. Collecting information from users. All searches for which at least

one of the results was clicked were logged per user;

2. Phase 2. Creation of user profiles; two different sources of information

were used for this purpose: all queries submitted for which at least one

of the results was visited; and all user-selected snippets (along with cor-

responding title.) Thus, two profiles were created one from queries and

another from snippets;

3. Phase 3. Evaluation. The profiles created were used to calculate a new

rank for the search results provided by Google. The average of this rank

was compared with Google’s rank.
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1.4 Privacy

In general, in order to provide personalized search, the system needs some

information from which to build a profile whether it be allocated by the server

or by a client-side bot. A commercial server-side approach could store just the

profile rather than the raw data. However, since we need to run and evaluate a

variety of algorithms, we stored data for the duration of the experiment. This

raises several privacy issues. First, how securely was the data protected from

hacking and second, do users want to share their data at all.

To address the first issue, users were identified using an alphanumeric ID

stored in a cookie. No data on personal identity was exchanged except during

the initial registration process. This information was stored separately in order

to reset a cookie in case it was lost. The log files were stored in a directory that

was not world accessible. The log with queries and snippets was separated

from the file maintaining the identities of users. The mapping between the two

files was created by means of IDs.

To address the second concern, we made GoogleWrapper available to vol-

unteers only and clearly described what data was collected and how it was

used.
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Chapter 2

Background

2.1 Personalization

Personalization is the process of presenting the right information to the right

user at the right moment. In order to learn about a user, systems must collect

personal information, analyze it, and store the results of the analysis in a user

profile. Information can be collected from users in two ways: explicitly, for

example asking for feedback such as preferences or ratings; or implicitly, for

example observing user behaviors such as the time spent reading an on-line

document.

Commercial systems tend to focus on personalized search using an explic-

itly defined profile. In Google’s beta version [14], for example, users are asked

to select the categories of topics which they are interested in and the search

engine applies this information during the retrieval process.
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Explicit construction of user profiles has some drawbacks. The users may

provide inconsistent or incorrect information, the profile is static whereas the

user’s interests may change over time, and the construction of the profile places

a burden on the user that she may not wish to accept. On the other hand,

implicitly created user profiles do not place any burden on the user and they

provide an unbiased way to collect information. Thus, many research efforts

are underway to implicitly create accurate user profiles [6] [9] [10] [25].

User profiles can also be divided in other two groups: the ones representing

user’s preferences (e.g., search engines preferred, types of documents) and the

ones representing user’s interests (e.g., sports, photography.)

We focus our attention on maintaining user’s interests. To achieve effective

personalization, these profiles should be able to distinguish between long-term

and short-term interests. They should also include a model of the user’s con-

text, e.g., the task in which the user is currently engaged and the environment

in which they are situated [22]. Several systems have attempted to provide

personalized search based upon user profiles that capture one or more of these

aspects and, in the following sections, we discuss some examples.

A classification of interest-based user profiles is provided by Kuflik and

Shoval [21]. In their study, they consider different ways of creating and main-

taining user profiles, however only long-term interests profile are considered.

In general they split the definition of user profiles into 3 classes:
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1. content-based profiles (i.e. instance using vector of terms);

2. collaborative profiles (i.e. grouping users who use similar patterns);

3. rule-based profiles in which rules are created from answers provided by

users on questions about information usage and filtering behavior.

In their future work, they plan to compare the various approaches discussed

in the paper.They also plan to identify how much data is necessary to tune a

profile for effective information filtering.

2.1.1 Profiles Based on User’s Preferences

Van Gils and Schabell [7] discuss the application of user profiles representing

user’s preferences rather than user’s interests. The type of profile they investi-

gate is explicitly defined by the user and captures the way results are retrieved

and displayed. Users express their preferences using specific criteria defined

by the authors. The criteria provided are grouped into

• representation format: pdf, HTML or Web services;

• structural format: abstracts or complete documents;

• relevance: resources are relevant to a given query when they meet the cri-

teria specified by the user

A profile is a list of preferences, selected by the user and maintained in an XML

file.
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These profiles can be applied to two areas of the retrieval process:

1. post-processing the results retrieved, converting resources into the speci-

fied format;

2. verifying that the search engine performs the tasks selected by the user.

All profiles can be stored in a repository and be used by various search engines

that can interpret the structure of the XML file. Vimes is a meta-search engine

that applies this mechanism. Its main component is a “broker”, responsible to

transform resources into the format specified by users, to interact with search

engines, to retrieve results and to be able to interact with many user profiles

maintained in either local or remote repositories. At the time the paper was

written, this system was still under development so no results about perfor-

mance were provided.

Another example of user profile, based on on user’s preference, is provided

by the Personal Search Assistant [26], a meta-search engine that can run as a

background process on the user’s machine. The application can retrieve results

immediately after a query has been submitted or can keep searching for a spec-

ified amount of time before showing the results to the user. The agent running

in the background should help users to reduce the amount of time spent on a

search. In this case, the profile is supplied to an agent that can automatically

gather information on behalf of the user.
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A user can view the results retrieved and manually select the ones to be

stored into the database. Stored results can be viewed at any time and applied

to successive searches. A personal agent creates and updates user profiles. The

user profile is built throughout 2 phases:

1. before submitting the first query, the user must select some preferences

such as preferred search engines, a rank between the search engines se-

lected, the time to spend for each search, etc.;

2. the behavior of the user, browsing the results from the repository, is ob-

served by the agent that tries to identify patterns to be stored into the

conceptual database.

In this example, the burden of work seems to lie with the user. Thus we be-

lieve that the approach of creating user profiles implicitly should be adopted as

much as possible.

2.1.2 Profiles Based on User’s Interests

Interests-based profiles are more ambitious than preferences-based profile, be-

cause they try to extract from documents topics and subjects that match user’s

needs. User browsing histories are the most frequently used source of infor-

mation to create interest profiles. An example of this approach is the OBIWAN

project [27] that focuses on interactive, personalized search. In this system, user

12



profiles are implicitly created based on browsing histories rather than explic-

itly created from user input. These user profiles are represented as weighted

concept hierarchies where the concepts are defined by a reference ontology.

Search results from a conventional search engine are then classified with re-

spect to the same reference ontology based upon the snippets summarizing

the retrieved documents. Documents are re-ranked based upon how well their

concepts match those that appear highly weighted in the user profile.

Server side techniques are also applied to create interests-based profiles.

Kim and Chan [20] build user profiles from server access logs. Unlike the OBI-

WAN project [27], which is based on a classification of known concepts, the

user interest hierarchy is created by applying a clustering method. One of their

main assumptions that we also adopted in our study, is that the action of vis-

iting a document indicates an interest in the content of the page. Web pages

are first collected by crawlers and proxies and then grouped by the user. All

groups of documents are pre-processed through a list of stop words and then

stemmed. Each pair of words is analyzed to find possible relationships that

are ranked using a weight value. All words are then subdivided into groups

(clusters) of related words. Various approaches such as Augmented Expected

Mutual Information (AEMI), thresholds, window size (that has the advantage

of keeping the distance between words) are investigated to identify correlated

words. Once the cluster structure has been defined, all documents in the origi-
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nal group are associated with the corresponding clusters.

Internal nodes, which hold more words than leaves do, represent long-term

interests while leaves describe a more specific interest that has a temporary

value (short-term interest).

The accuracy of the cluster was considered as a measure of the effectiveness

of the algorithm. Each cluster was manually reviewed and classified as good,

fair and low depending on meaningfulness of all its words. The best result (61%

of good clusters). was obtained using the MaxChildren method: the threshold

selected is such that the maximum of child clusters is generated. Contrasting

results were found experimenting with the size of the window.

In this study, they also address the problem of identifying long-term in-

terests versus short-term interests. All terms listed in a given cluster are also

present in the cluster’s parent. This establish a relation between parents and

siblings and also distinguish between long-term versus short-term interests.

Another interesting study was conducted by Soltysiak and CrabTree [29].

They also tried to classify user’s interests automatically and, similarly to Kim

and Chan [20], the hierarchy of user’s interests is created using a clustering

approach. The set of interests represents a user profile which can be used to

automatically search for information, for filtering or to personalize the way of

showing information. The first problem they tackled was to find the best ap-

proach to extract a document description that is as accurate as possible. The

14



analysis is based on documents collected from web pages visited and emails

received or sent. Each document is identified by a vector of keywords repre-

sented by their tf × idf value.

The learning mechanism used to create user profiles is divided into 2 phases:

• the primary learner collected documents, extracted keywords, and applied

a clustering algorithm to these documents in order to produce interest

clusters;

• the secondary learner classified the clusters from the previous phase into a

predefined interests (clusters).

The final set of clusters represents a user profile. Users were asked to give

a feedback on the output of the first phase. As time progressed the profile

become more accurate and the user’s feedback decreases its influence in the

cluster calculation. Many variables were investigated in the experiments de-

scribed. The most significant results were that the number of documents used

to define a cluster can highly influence the profile. Using the best values for the

variables investigated, they found that 70% of the new defined clusters were

automatically classified.
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2.2 Ontologies and Semantic Web

For our study, based on previous research work from Trajkova and Gauch [18],

we decided to represent user profiles as a hierarchy of weighted concepts that

are defined in a reference ontology. According to Gruber [15], an ontology is

a “specification of a conceptualization.” Ontologies can be defined in different

ways, but they all represent a taxonomy of concepts along with the relations

between them. In the context of the World Wide Web, ontologies are important

because they formally define terms shared between any type of agents without

ambiguity, allowing information to be processed automatically and accurately.

OntoSeek [16] is an example of an information retrieval system based on

ontologies. The main assumption is that precision and recall would improve if

we used “sense matching” instead of “word matching.” The domains in which

the system operates are catalogues of either heterogeneous or homogeneous

products. The description of each product in the catalog is translated into a

lexical conceptual graph; i.e., a tree structure where nodes are nouns from the

description and arcs are concepts inferred by the corresponding nouns. All

graphs, one for each product, are stored in a repository. A special user interface

is provided to submit queries. When a query is issued, the user is required to

disambiguate its meaning. This process is carried out by the user interface that

tries to identify the concept provided and asks the user to choose between po-

tential solutions. The main challenge in developing this system was to find an

16



automatic way to create the lexical conceptual graphs. The thesaurus provided

by WordNet [33] and the ontology provided by Sensus [17] were used to ac-

complish this task.

Ontology is often conducted in support of the Semantic Web. The expres-

sion “Semantic Web” [34] was introduced by ETAI (Electronic Transactions on

Artificial Intelligence) in 2000 to describe the extension of the Web to deal with

the meaning of available content rather than just its syntactic form. Many XML-

based projects such as Resource Descriptor Framework (RDF) [36], Notation 3

(N3) [5], and OWL [37] contribute to this goal by defining a syntax capable of

describing and/or manipulating ontologies. One of the main bottlenecks in the

evolution of the Web is the amount of manual effort usually required to create,

maintain, and use ontologies. Our approach shares many of the same goals

as the Semantic Web, however we focus on automatic techniques, wherever

possible, for conceptual extraction and matching.

2.3 Evaluation of User Profiles

Our study requires relevance feedback from users in order to construct profiles.

We decided to infer user’s interests adopting an implicit technique. The main

advantages to implicit feedback collection over explicit methods are that users:

• are not influenced by the relevance feedback interface;
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• do not have to spend time in providing personal judgments.

Although explicitly collected feedback seems to be more accurate than implic-

itly collected data, this problem can be addressed by collecting a larger amount

of data from the users. Kelly and Teevan [19] give an interesting overview of

the most popular techniques used to collect implicit feedback. The user be-

havior collected is represented by a 2-dimensional table in which the axes are

labeled with “behavior Category” and “minimum scope.” The “behavior cat-

egory” may be one of the following user actions: examine, retain, reference,

annotate or create. The “minimum scope” refers the smallest possible scope of

the item being acted upon, where possible item scopes are: segments of text

(whitin a snippet), objects or classes (within web pages). The goal of this cat-

egorization is to create a deterministic description of the type of user action

feedback systems could capture. Problems raise when actions are ambiguous

and it becomes necessary to interpret the behavior. For example, the action of

a user saving a new document could be considered as a “retain” rather than a

“create.”

They summarized the research on implicit feedback collection, as compared

to the accuracy of explicit feedback, concluding that

• the time spent on a page, the action of scrolling the page and the com-

bination of these variables were correlated with the explicit rating; while

the mouse clicks seem not to have a correlation with explicit rating;
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• no significant correlation was found between length of document and

reading time or document readability and reading time;

• there seems to be a relation between reading time and user interest but it

is very difficult to find a threshold values that eliminate spurious reading

time;

• contextual search gave encouraging improvements in search result qual-

ity;

• link analysis, pioneered by Google, seems to be very effective.
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Chapter 3

Approach and System Architecture

3.1 Approach

Our study investigates the effectiveness of personalized search based upon

user profiles constructed from user search histories. GoogleWrapper is used

to monitor user activities on the search site itself. Individual user informa-

tion such as queries submitted, results returned (titles and snippets), and Web

pages selected from results retrieved is collected. This per-user information is

classified into a concept hierarchy based upon the Open Directory Project [23],

producing conceptual user profiles. Search results are also classified into the

same concept hierarchy, and the match between the user profile concepts and

result concepts are used to re-rank the search results.

We believe this approach has several advantages. User interests are col-

lected in a completely non-invasive way and search personalization is based
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upon data readily available to the search engine. Unlike other approaches, we

do not require the user to install a bot or use a proxy server to collect and share

their browsing histories. Finally, the system effectiveness can be evaluated by

monitoring user activities rather than requiring explicit judgments or feedback.

3.2 System Architecture

The architecture of our system consists of three modules:

1. GoogleWrapper: a wrapper for Google that implicitly collects informa-

tion from users. Google APIs [12] and the nusoap library [4] were used

for the implementation. Users register with their email addresses in order

to create a cookie that stores their userID on their local machines. If the

cookie is lost, GoogleWrapper notifies the user and they can login to reset

the cookie.

When queries are submitted by users, GoogleWrapper forwards the query

to the Google search engine. It intercepts the search engine results, logs

them along with the query and the userID, re-ranks them, and then dis-

plays them to the user. When users click on a result, the system logs the

selected document along with the user ID before redirecting the browser

to the appropriate Web page.

2. The classifier from KeyConcept [27], a conceptual search engine, is used
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to classify queries and snippets for each user, as well as the search engine

results. This KeyConcept classifier is based on the vector-space model.

3. A set of scripts that processes the log files and evaluates the per-user and

overall performance. The log file is split between users and, for each user,

further divided into training and testing sets.

3.3 User Profiles

User profiles are represented as a weighted concept hierarchy. The concepts hi-

erarchy is created from 1,869 concepts selected from the top three levels of the

Open Directory Project, and the weights represent the amount of user interest

in the concept. The concept weights are assigned by classifying textual con-

tent collected from the user into the appropriate concepts using a vector space

classifier. The weights assigned by the classifier are accumulated over the text

submitted.

In earlier work [31], we constructed user profiles from Web pages browsed

by the user. However, this study focused on using the user’s search history

rather than their browsing history, information more easily available to search

engines. We evaluate the effectiveness of profiles built from user queries with

those built from snippets (titles plus the textual summaries) of user-selected

results.
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Figure 3.1: Screenshot of GoogleWrapper where the query “canon book” has
been submitted

23



3.4 Google Wrapper

GoogleWrapper was developed in two different releases. The first version

helped us identify parameter settings to be used later during evaluation. In

this version, GoogleWrapper allowed users

• to submit queries to Google;

• to display results using Google rank;

• to store queries issued along with the first 10 results displayed. Each entry

of the log file had the following format: ( timestamp, user ID, query, URL,

user click, Google rank, random rank, title, snippet ).

Our first version of GoogleWrapper displayed all results retrieved from

Google, ten results per page, presented in the original order. We used this

version to collect data about how users normally interact with a search en-

gine. After collecting 576 queries for which at least one result was selected, we

randomly picked a sample set of 100 queries for detailed analysis. From this

sample, we found that 94% of the user-selected results occurred in the first 3

Google-ranked results, and no result after the tenth result, i.e., on the second

page, was ever selected. Figure 3.2 shows that the top-ranked result was by far

the most frequently selected (60%), followed by the second (20%), and the third

(14%). From these observations we concluded that users rarely, if ever, look for

results beyond the first page displayed by the search system. Thus, for our later
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Figure 3.2: Percentage of user selections versus rank for the top 10 results from
Google.

experiments, we process only the top 10 results retrieved from Google.

Our second conclusion was that users may be influenced by the rank-order

of the result presentation. To verify this hypothesis, we modified GoogleWrap-

per so that it displayed the top ten results from Google in random order. We

randomly selected another sample set of 100 queries and performed the same

analysis. This time, the original rank of the user-selected results was more uni-

formly distributed across the 10 results displayed. Figure 3.3 shows that the

top three results as ranked by Google accounted for 46% when results were

presented in random order versus 94% when they were shown in the original

order. Google’s top result was selected only 15% of the time when it was shown
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Figure 3.3: Percentage of user selections versus rank for the top 10 results from
Google displayed in random order.

in a random position versus 60% when it is presented at the top of the page.

From this, we concluded that user judgments are affected by presentation or-

der, so we continued to randomize the search engine results before presenting

them to the user in later experiments.

3.5 Personalized Search

The log file generated by GoogleWrapper allowed us to perform an retrospec-

tive analysis on user’s selected results. The top 10 results, viewed by the user,

were re-ranked using a combination of their original rank and their conceptual
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similarity to the user’s profile. The search result titles and summaries are clas-

sified to create a document profile in the same format as the user profile. The

document profile is then compared to the user profile to calculate the concep-

tual similarity between each document and the user’s interests. The similarity

between the document profile and the user profile is calculated using the cosine

similarity function:

conceptual match(useri, docj) =
N∑

k=1

cwtik × cwtjk

where

cwtik = Weight of Concept
k

in UserProfilei

cwtjk = Weight of Concept
k

in DocumentProfilej

N = Number of Concepts

The documents are re-ranked by their conceptual similarity to produce their

conceptual rank. The final rank of the document is calculated by combining

the conceptual rank with Google’s original rank using the following weighting

scheme:

FinalRank = α × ConceptualRank + (1 − α) × GoogleRank

where α has a value between 0 and 1. When α has a value of 0, conceptual

rank is not given any weight, and it is equivalent to the original rank assigned
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by Google. If α has a value of 1, the search engine ranking is ignored and

pure conceptual rank is considered. The conceptual and search engine based

rankings can be combined in different proportions by varying the value of α.
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Chapter 4

Experiments and Validation

4.1 Experiments

This chapter describes our evaluation experiments in detail. Section 4.1.1 re-

ports on the volunteers involved in the study and the criteria adopted to divide

collected data into training data (used to create the user profiles) and testing

data (used to test the effectiveness of the user profiles). Section 4.1.2 explains

the preliminary study based on which we selected the parameter settings ap-

plied in the later experiments.

4.1.1 Experimental Validation

GoogleWrapper was used by six volunteers for a period of almost 6 months.

These users included faculty members and graduate students from different

departments at the University of Kansas, i.e., Electrical Engineering and Com-
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puter Science, Mathematics, and Pharmaceutical Chemistry.

The final version of GoogleWrapper (see Section 3.4), used to collect the user

information for our study of personalized search, presented the top 10 results

for each query in random order. Using this system, we collected 609 queries

for which at least one result was selected. We removed duplicate queries for

each user and, from this collection, we selected 47 queries per user (282 total)

divided into the following sets:

• 240 (40 per user) queries were used for training the 2 user profiles (query-

based and snippet-based);

• 30 (5 per user) queries were used for testing personalized search parame-

ters;

• 12 (2 per user) queries were used for validating the selected parameters.

In the following sections, we present the experiments in which we investigated

the effects of user profiles built out of queries and snippets. We measured the

accuracy of such profiles by comparing, for user-selected results, Google’s orig-

inal rank with the conceptual rank based on the profile. Because our goal was

to evaluate the quality of the user profiles, not produce the best possible search

results, we set α to 1 so that Google’s original rank did not affect the Final-

Rank. Once the best conceptual match was determined, we conducted further

experiments to evaluate the effect of varying α to produce a final ranking.
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4.1.2 Preliminary Study

As described in Section 3.3, a user profile was created by categorizing each

training query and accumulating the returned concepts and weights. One ques-

tion that needed to be resolved was, since the categorizer returns an ordered list

of concepts and weights, how many of these concepts per query should be used

to create the profile and then update it.
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Figure 4.1: Percentage of relevant concepts versus number of categories con-
sidered per single query.

To investigate this question, we randomly selected 30 queries (5 per user)

and performed a detailed analysis of the classification results. For each query,

the top 10 concepts returned by the classifier were manually judged as relevant
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Figure 4.2: Percentage of relevant concepts versus number of categories con-
sidered per single snippet.

or not. Figure 4.1 shows that the top 4 concepts assigned per query were rele-

vant 78% of the time, and that the accuracy dropped dramatically further down

the list. Thus, in the experiments that follow, we built the query-based profiles

considering only the top 4 classification results per query.

A similar analysis was conducted for profiles built out user-selected snip-

pets (titles along with respective summaries). As with query-based profiles,

we needed to determine the number of classification results to add to the user

profile. Once again, we performed an analysis of the classifier accuracy on 30

randomly chosen user-selected snippets (5 per user). Since the snippets contain

more text than an average query, the classifier seems to be able to identify more
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valid concepts per snippet. Compared to the query classification results, the ac-

curacy does not drop as precipitously as we moved down the list of matching

concepts. As shown in Figure 4.2, the top 5 classified results are accurate 71%

of the time and, further down the list, the accuracy begins to steadily decrease.

Based on this analysis, the snippet-based profiles used in this study were built

using the top 5 concepts for each snippet returned by the classifier.

Based on these results, all the experiments reported in this study adopt user

profiles with the following characteristics:

• query-based profiles are built using the top 4 concepts returned from the

classifier;

• snippet-based profiles are constructed using the top 5 concepts returned

from the classifier.

Comparing Figure 4.1 and Figure 4.2, we observe that the accuracy is dis-

tributed more uniformly when snippets are used. Over all the 10 concepts con-

sidered, the average accuracy is 58% when queries are classified and 61% when

snippets are used. Altough the difference in accuracy is quite small, snippets

are classified into more concepts than queries (174 versus 182). This increase in

the number of accurate concepts is likely due to the fact that snippets contain

more text than queries and thus can be classified more accurately and/or fit in

more concepts.
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4.1.3 Experiment 1 - Effect of training queries and conceptual

rank on classifier accuracy

The first factor we investigated was the number of training queries necessary to

create an accurate user profile using the query text alone. As mentioned in Sec-

tion 4.1.2, we used the top 4 concepts returned by the classifier for each query.

We created user profiles using training sets of 5, 10, 20, 30, and 40 queries.

# Training Queries Average Rank Average Improvement Concepts Considered
0 (baseline) 4.4 – –

5 3.7 16% 4
10 3.3 24% 10
20 3.1 29% 5
30 2.9 33% 4
40 3 31% 5

Table 4.1: Average rank compared between Google’s original rank and con-
ceptual rank where user’s profile was built using different number of training
queries.

A second factor studied was the number of concepts to use from the result-

ing profile when calculating the similarity between the profile and the search

results. We varied this number from 1 through 20.

The document profile, as described in Section 3.5, was constructed using

the top 7 concepts returned by the classifier for each search result. This value is

based on earlier experiments [8] in which the same methodology was used to

verify the effectiveness of user profiles applied to contextual search.

The resulting profiles were evaluated based upon the rank of the user -
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selected results returned by the concept ranking algorithm alone, without any

contribution from Google’s original ranking. This conceptual rank was com-

pared to Google’s original rank of the user-selected results to see if there was

any improvement. Table 4.1 shows the average rank comparison for different

number of training queries per user. The results are averaged over 1 through 20

profile concepts. The average Google rank for the 30 testing queries (5 per user)

is shown in the first row while the rows further down the list show the average

conceptual rank for the same 30 testing queries when the profile is built vary-

ing the number of training queries used (5, 10, 20, 30, 40). See Appendix A for

detailed charts. The third column of the table reports the percentage improve-

ment calculated by comparing Google’s original rank with the conceptual rank.

The last column shows the number of concepts from the user profile used when

calculating the conceptual match that provided the best improvement. From

Table 4.1, we see that the best result occurs when 30 training queries per user

are used to create the profile.

Figure 4.3 shows the case in which we obtained the best improvement in

more detail: user profiles built using 30 training queries. The average origi-

nal Google rank for the 30 testing queries is 4.4. In contrast, when 30 training

queries are used to build the profile, and 4 concepts from that profile are used

during conceptual match, the average conceptual rank is 2.9. Using a paired,

two-tailed t-test, this improvement of 33% was found to be statistically signif-
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Figure 4.3: Google’s original rank and conceptual rank averaged over all testing
queries. User profiles are built using 30 training queries

icant (p = 0.002). We see a steady improvement in the search result ranking as

concepts 2 through 4 are used from the user profile. Then, there is a gradual

degradation as more concepts are used. After 12 concepts, the performance

plateaus. It is worth noting that including 1 or more concepts consistency im-

proves the rank by at least one place. We also examined the results to inves-

tigate their effect on the individual testing queries. The query-based profile

ranked the selected results higher for 13 queries, hurt the ranking for 3, and

left 14 unchanged. Therefore, the re-ranking process helped far more testing

queries than it hurt.
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4.1.4 Experiment 2 - Effect of training snippets and conceptual

rank on classifier accuracy

This experiment repeats Experiment 1, the only difference being that the pro-

files were built using snippets rather than queries. Since the text classified is,

on average, longer than queries, we expected an improvement. Once again, the

conceptual rank was used for evaluation. We trained on user-selected sets of 5,

10, 20, 30, and 40 snippets per user for 6 users.

# Training Snippets Average Rank Average Improvement Concepts Considered
0 (baseline) 4.4 – –

5 3.2 27% 5
10 3.2 27% 9
20 3.1 29% 7
30 2.9 34% 20
40 3 31% 18

Table 4.2: Average rank compared between Google’s original rank and concep-
tual rank where user’s profile was built using different number of user-selected
snippets.

Table 4.2 shows the average rank comparison for different numbers of train-

ing snippets. The results were evaluated for 1 through 20 user profile concepts

used for profile. The average Google rank for the 30 testing queries (5 per user)

is shown in the first row while the rows further down the list show the aver-

age conceptual rank for the same queries when the profile is built varying the

number of user-selected training snippets (5, 10, 20, 30, 40). See Appendix A

for detailed charts. The third column shows the percentage improvement cal-
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culated by comparing Google’s original rank with the conceptual rank. The last

column of the table reports the number of concepts from the user profile used

when calculating the conceptual match that provided the best improvement.

From Table 4.2, we observe that the best result occurs when 30 user-selected

snippets per user are used to create the profile.
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Figure 4.4: Google’s original oank and oonceptual oank overaged over oll test-
ing queries. User profiles are built using 30 training snippets

Figure 4.4 shows the case in which we obtained the best improvement in

more detail: user profiles built using 30 user-selected training snippets. The

rank improves quickly as the first 3 concepts are used, then a gradual increase

is seen up until 9 profile concepts are used for conceptual match. After that, the

curve remains flat, showing that the results are somewhat stable beyond that
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point. Using a paired, two-tailed t-test, the improvement of 34% was found to

be statistically significant (p = 0.007). The snippet-based profile improved the

ranking for 11 queries, hurt 4, and left 15 unchanged. Once again, the concep-

tual ranking helped far more queries than it hurt.

4.1.5 Experiment 3 - Effect of training queries and final rank

on classifier accuracy

In this experiment, we wanted to see if including the original rank returned

by the search engine in the calculation of the FinalRank (as described in Sec-

tion 3.5) could further improve the overall results. Based on the results of Ex-

periment 1, the query-based profile adopted in this experiment was built using

30 training queries and 4 concepts were used during conceptual ranking. The

final rank for a search result was calculated by varying the value of α from 0.0

to 1.0 with a 0.1 step so as to modify the relative contributions of the conceptual

and original ranks.

Figure 4.5 shows the average rank comparison between Google’s original

rank and the FinalRank. The best results are obtained when α is 1.0, i.e., when

the original search engine ranking is ignored altogether. This is likely due to the

fact that the top 10 results are all good matches for the keywords in the query

and, therefore, the distinguishing feature between the results is how well they

match the user’s interests.
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Figure 4.5: Google’s original rank and final rank averaged over all testing
queries. User profiles are built using just queries.

4.1.6 Experiment 4 - Effect of training snippets and final rank

on classifier accuracy

Similar to Experiment 3, we examined the effect of combining the search en-

gine’s original rank with the conceptual rank when calculating the FinalRank

(as described in Section 3.5) of a result. Based on the results of Experiment 2,

we used a snippet-based profile built from 30 training snippets and used 20

concepts from the profile for conceptual ranking.

Fig 4.6 shows the comparison between Google’s rank and the final rank as α

is varied from 0.0 to 1.0 with a 0.1 step. Once again, the best results occur when
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Figure 4.6: Google’s original rank and final rank averaged over all testing
queries. User profiles are built using snippets.

α is 1.0, i.e., when the original search engine rankings are ignored altogether.

4.1.7 Experiment 5 - Validation

To verify that the user profiles created are able to improve queries that were

not used to tune the profile construction algorithms, we conducted a validation

experiment with 12 new testing queries (2 per user). Based on Experiments 3

4.1.5 and 4 4.1.6, we compared Google’s original rank with the conceptual rank

alone.

We first calculated the conceptual rank using the query-based profile and
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Ranking Based On Average Rank Percent Improvement
Google (Original) 4.8 –
(30) Testing Queries 2.9 33 %
(30) Testing Snippets 2.9 34 %
(12) Validation Queries 1.8 37%
(12) Validation Snippets 3.5 27%

Table 4.3: Comparison of average rank for validation queries.

compared this rank to Google’s original rank. The average rank of the user-

selected results was 4.8 according to Google’s rank. The average value for con-

ceptual rank was 1.8. The query-based profile produced a 37% improvement

on the validation queries.

The same analysis was conducted using the snippet-based profiles. The av-

erage conceptual rank was 3.5, a 27% improvement on the validation queries.

Table 4.3 summarizes these results and verifies that we see comparable im-

provements for the validation queries as observed for the original test queries

used to tune the profile creation algorithms.
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Chapter 5

Conclusions

5.1 Conclusion and Future Work

We built a system that creates user profiles based on implicitly collected infor-

mation, specifically the queries submitted and snippets of user-selected results.

We were able to demonstrate that information readily available to search en-

gines is sufficient to provide significantly improved personalized rankings. We

found that using a profile built from 30 queries produced an improvement of

33% in the rank of the selected result. A user profile built from snippets of

30 user-selected results showed a similar improvement of 34%. The snippet-

based profile improved more queries (11 versus 10) and hurt fewer (2 versus

3), so there is some indication that it is a slightly more accurate profile.

Our best results occurred when conceptual ranking considered only four

concepts from the query-based profile, and twenty from the snippet-based pro-
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file. The ranking improvements for the query-based profile seems to hold

across the range of concepts between 3 and 10 while the snippet-based profile

has a fairly steady improvement in the range 3 - 9.

The user profiles we used to build were based on a three-level deep concept

hierarchy. We would like to examine the effect of using fewer or more levels

of the ODP hierarchy as our profile representation. Also, the current concept

hierarchy is static, and we would like to evaluate algorithms to dynamically

adapt the hierarchy for specific users by merging and/or splitting concepts

based upon the amount of user interest. Finally, we would like to combine

the user profiles with the document selection process, not just the document

re-ranking, to provide a wider set of relevant results to the user rather than just

reorganizing the existing results.
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Appendix A

Results in detail

In this appendix we show more in detail some of the results that we mentioned

in Experiment 1 (Section 4.1.3) and Experiment 2 (Section 4.1.4).

Figures A.1, A.2, A.3, A.4 show the comparison between Google’s average

rank and conceptual rank in the case user profiles where built using training

queries.

Figures A.5, A.6, A.7, A.8 show the comparison between Google’s average

rank and conceptual rank in the case user profiles where built using training

snippets.
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Figure A.1: Google’s original rank and conceptual rank averaged over all test-
ing queries. User profiles are built using 5 training queries
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Figure A.2: Google’s original rank and conceptual rank averaged over all test-
ing queries. User profiles are built using 10 training queries
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Figure A.3: Google’s original rank and conceptual rank averaged over all test-
ing queries. User profiles are built using 20 training queries
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Figure A.4: Google’s original rank and conceptual rank averaged over all test-
ing queries. User profiles are built using 40 training queries
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Figure A.5: Google’s original rank and conceptual rank averaged over all test-
ing queries. User profiles are built using 5 training snippets
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Figure A.6: Google’s original rank and conceptual rank averaged over all test-
ing queries. User profiles are built using 10 training snippets
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Figure A.7: Google’s original rank and conceptual rank averaged over all test-
ing queries. User profiles are built using 20 training snippets
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Figure A.8: Google’s original rank and conceptual rank averaged over all test-
ing queries. User profiles are built using 40 training snippets
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